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Abstract Crowd monitoring is a critical application in video surveillance. Crowd
events such as running, walking, merging, splitting, dispersion, and evacuation in-
form crowd management about the behavior of groups of people. For an effective
crowd management, detection of crowd events provides an early sign of the behavior
of the people. However, crowd event detection using videos is a highly challenging
task because of several challenges such as non-rigid human body motions, occlu-
sions, unavailability of distinguishing features due to occlusions, unpredictability
in people movements, and other. In addition, the video itself is a high-dimensional
data and analyzing to detect events becomes further complicated. One way of tack-
ling the huge volume of video data is to represent a video using low-dimensional
equivalent. However, reducing the video data size needs to consider the complex
data structure and events embedded in a video. To this extent, we focus on detec-
tion of crowd events using the Isometric Mapping (ISOMAP) and Support Vector
Machine (SVM). The ISOMAP is used to construct the low-dimensional represen-
tation of the feature vectors, and then an SVM is used for training and classification.
The proposed approach uses Haar wavelets to extract Gray Level Coefficient Matrix
(GLCM). Later, the approach extracts four statistical features (contrast, correlating,
energy, and homogeneity) at different levels of Haar wavelet decomposition. Exper-
iment results suggest that the proposed approach is shown to perform better when
compared with existing approaches.
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1 Introduction

Crowd behavior analysis of video surveillance applications has gained significant
interests in computer vision research. Analyzing crowd behavior requires several
levels of video processing: low- and high-level [11, 8]. The low-level processing in-
volves extracting features at pixel levels and high-level semantics are often derived
by combining other features relevant to crowd behavior. Analyzing individual move-
ments is important for applications where tracking of an individual in required. How-
ever, analyzing crowd requires a holistic view of the scene. In the case of crowds,
multi-person interaction must be considered and this becomes a challenging task
because of undefined motion patterns involved in crowd movements. The human
visual system’s advancements mask the difficulty and challenges for humans in find-
ing the motion patterns. In contrast, crowd video analytics is still under development
to reaching the stage of being fully automated.

The need for automated crowd behavior analysis stems from the fact that the
crowd monitoring applications are highly important. Applications of crowd moni-
toring include counting, density estimation, detecting crowd events (such as walk-
ing, running, etc.), and understanding crowd behavior. These applications often find
their importance in crowd monitoring at public places, such as public transport
hubs, airports, subway stations, and other. The fundamental steps for any crowd
analytics algorithms include preprocessing the video frames, object detection and
tracking. However, the challenges of object detection and tracking include [33]: (1)
unavailability of depth information, (2) unaccounted video noise generated during
the formation of video frames, (3) articulated motions of the moving objects, (4) oc-
cluded scenarios, and (5) illumination variations. Compared with computer vision
algorithms developed for detecting rigid objects, crowd analytics suffers severely
because of articulated human motions and occlusions.

The crowd behavior analysis provides a holistic view of crowd under surveillance.
Several features are aggregated at different levels of processing and behavior is in-
ferred. One of the indicators used in behavior are the crowd events. Crowd events
consist of interaction of people and their activities [16] and one of the main end-user
application for officials concerned with crowd management [23]. Analyzing crowd
motion pattern is one of highly challenging tasks in computer vision. To the best
our knowledge, the literature consists of six crowd events defined using the Perfor-
mance Evaluation of Tracking and Surveillance (PETS) 2009 dataset [10]: walking,
running, merging, splitting, dispersion, and evacuation. Fig. 1 shows the six crowd
events from PETS 2009 dataset. The objective of event detection at a broader level
is to analyze the video and detect events such that frames with similar events are
clustered together. However, object detection itself has been a research challenge
for many years. Although several detection methods have been proposed in the liter-
ature, crowd event detection has received less attention. This is primarily due to the
complexities involved in detection humans and the crowd.

Video frames are a source of high-dimensional data. Letx andy denote position
of a pixel in a video frameI. Then a pixel location can be denoted asI(x,y). Let
m ∈R andn ∈R denote the number of rows and columns of the video frameI(x,y).
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(a) (b) (c) (d) (e) (f)

Fig. 1: Examples of crowd events from the PETS 2009 dataset [10]: (a) walking, (b)
running, (c) merging, (d) splitting, (e) dispersion, and (f) evacuation.

Let (r,g,b) ∈ R
3 denote the three-tuple notation for red, green and blue channels

of the camera. Then, the dimensions of a video frame isR
m×n×3. When m and

n increase considerably, the processing of such high-dimensional frames and later
performing the analytics (counting, detecting events) coupled with complex human
motions becomes extremely difficult. Dimensionality reduction is a much sought-
after approach to reduce video dimensions without losing much of the pertinent
data. The core of dimensionality reduction is to represent the high dimensional data
in a low-dimensional form. The high-dimensional features are represented in a low-
dimensional format such that they can be used to distinguish objects and track them.
These features are then used for applications such as counting, density estimation,
tracking, detecting crowd events and behavior analysis.

In this work, we focus on detection of crowd events using the Isometric Map-
ping (ISOMAP) [28] and Support Vector Machine (SVM). In particular, we use the
PETS 2009 dataset [10] and extract the Gray Level Coefficient Matrix (GLCM) us-
ing the Haar wavelet [14] with up to eight levels of decomposition. With this, the
feature vectors span a 100-dimensional features space. The approach uses ISOMAP
to find the low-dimensional representation of the feature vectors by constructing
a graph distance matrix with feature vectors as nodes of the graph. The approach
learns the mapping from the low-dimensional space in the event classes using the
SVM. The experiments were conducted for both linear and Radial Basis Function
(RBF) kernels. These two different dimensional data were trained and classified us-
ing both linear and RBF kernels. The output from the ISOMAP were mapped to
one-dimensional and ten-dimensional embedded feature space.

2 Related Work

2.1 Dimensionality Reduction Methods

There are two main types of dimensionality reduction methods: (1) linear and (2)
nonlinear. Linear methods assume the feature subspace to be linear, i.e., the feature
vectors satisfy the linearity property of the subspace. Principal Component Analysis
(PCA) [15] is a good example of linear dimensionality reduction. PCA assumes the
data vectors to be lying in a linear feature space. PCA endeavors to maximize the
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global variance while discarding the order of the vectors in the put feature space. In
addition, the relationship among feature vectors are ignored

On the other hand, the nonlinear methods approximate the global space by lo-
cally augmenting the linear subspaces. These algorithms are also called as manifold
learning algorithms. They endeavor to find the embedded (lower) dimensions of
the high-dimensional features. Manifold is intuitively thought to be a point in some
topological space that can be reached without ambiguity [18, 24]. The three common
steps involved in finding the low-dimensional feature vectors by nonlinear methods
are [20]: (1) construct a weighted graph with nodes denoted by feature input vec-
tors and connections using the neighborhood information, (2) convert the weighted
graph to a form suitable to find the low-dimensional embedding, i.e., find the graph
distances, and (3) solve the eigenfunction (“spectral embedding”) to obtain a set of
low-dimensional embedding vectors.

The ISOMAP [28] is an example of nonlinear dimensionality reduction algo-
rithm. Classical Multidimensional Scaling (MDS) [31] aims at maintaining inter-
point distances from high-dimensional input to low-dimensional space. The inter-
point distances represent objects and MDS calculates the proximity matrix based
on the Euclidean distances between points. ISOMAP [28] uses classical MDS that
attempts to identify a low-dimensional subspace while preserving the isometry of
the input data points. ISOMAP assumes that the points are invariant under transfor-
mation and geodesic distances are used. The ISOMAP employs ak-Nearest Neigh-
bor (k−NN) approach, followed by MDS to construct the graph distances and then
apply eigendecomposition. This method is a global approach to finding the low-
dimensional embedding and the other manifold learning methods approach the di-
mensionality reduction from a local observer perspective. Work presented in [28]
showed the effectiveness of the ISOMAP to applications, such as handwriting recog-
nition and head-pose estimation. Locally Linear Embedding (LLE) [25] assumes the
local geometry of data points to be linear coefficients such that the patches are recon-
structed by its neighbors, where it employs ak-Nearest Neighbor (k−NN) approach.

Souvenir and Pless [26, 27, 22] proposed image distances based on manifold
learning that are similar to ISOMAP. The authors contributed to highlight the natu-
ral parameterization space of image manifolds. Guoet al. [13] proposed a method
to learn the “age manifold” from the set of training images. The learned manifold
would serve as model to estimate and predict the age of the people from images.
Changet al. [5] proposed a new method to model, track and recognize facial ex-
pressions using a low-dimensional manifold. Instead of learning a manifold from
images, the authors use the facial contours.

2.2 Crowd Event Detection

Chenet al. [6] included Haar features related to head and then tracked the objects
in the scene. The objects were then treated as agents and information such as di-
rection and speed was derived. Objects were tracked using template matching and
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Kalman filtering. Feature vectors were constructed based on agents’ movements
such as walking, running, jumping and stopping. An SVM was trained using known
samples to recognize the actions from a local dataset. Keet al. [17] proposed an ap-
proach to recognize events in crowd videos by identifying actions. Event detection
was achieved by matching the shapes in spatio-temporal volumes. First, the shape
contours are extracted from spatial-temporal patches and next, these shapes were
matched in spatial-temporal patches using optical flow features. As a final step in
recognizing the events, part-matching of shape templates was performed: instead of
matching the whole templates, Keet al. [17] allowed parts to be matched indepen-
dently.

Gárateet al. [12] proposed to use 2D Histogram of Gradients (HOG) descrip-
tors as features. In particular, they utilized the features around a block of nine cells
(3×3). They computed gradient vector magnitude and orientation for all the pixels
within the block. Then, the orientations were binned and 2D feature vectors were
constructed. These feature vectors were later tracked in the next frame using the
object speed and a time window. Finally, the crowd events were recognized based
on the tracked features over frames.

Li et al. [19] focused their work on multi-object activities to characterize the
group motion. In this aspect, they proposed a data-driven Discriminative Temporal
Interaction Manifold (DTIM) framework. The framework established probability
densities on the DTIM based on the interactions between the objects. They used
discriminative temporal interaction matrix to arrive at the probability densities. The
method was tested on a soccer game video. Benabbaset al. [2] approached the
problem of crowd event detection by building a direction and a magnitude model
using the optical flow motion vectors. Circular clustering was performed to learn
the prominent directions. The motion vectors were refined using the online Gaussian
Mixture Model (GMM). The magnitude and direction patterns were used to track
the objects in the neighborhood. They were then clustered and tracked to detect the
crowd events.

Thidaet al. [29] used Histogram of Optical Flow (HOOF) as features to detect
crowd events. They divided each video frame into blocks and extracted the HOOF
features. These features were later supplied to LE [1] to find a low-dimensional
representation of the features. Using a similarity measure, the crowd events were
represented in a low-dimensional representation.

3 Methodology

3.1 Preprocessing and Feature Extraction

Raw frames from the cameras contain high-frequency noise and would contribute to
generating errors when information is passed from low-level processing to semantic-
level decisions. In addition, low-frequency image signals contain most information
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and this can be verified by performing a wavelet decomposition of an image. There-
fore, in the first step, a Gaussian low-pass filter of size 7× 7 is used to smoothen
the images spatially. Next, the bilateral filter [30] is applied to preserve the edges.
The literature provides features such as edge, texture, color, motion (optical flow),
shapes, and other. In this work, feature extraction included the Haar features [14]
through Haar Wavelet Transform (HWT), where the video frames were analyzed at
multiple resolutions using the Haar functions. Previous research on people detection
(e.g. [7, 9]) provide extensive evidence to use the Haar wavelet as crowd features in
this work.

3.2 Haar Wavelet Transform

The Haar piecewise constant function (wavelet) is given by [14, 21]

Ψ(t) =











1 if 0 ≤ t < 1/2

−1 if 1/2≤ t < 1

0 otherwise,

(1)

which generates an orthonormal basis on dilations (scalings) and translations (shift-
ings) given by([14, 21])

Ψj,n(t) =
1√
2j

Ψ
( t −2jn

2j

)

, (2)

where( j,n) ∈ Z
2. The orthonormal basis also forms the basis of a space of finite

energy signals given by

‖ f‖2 =
∫ ∞

−∞
| f (t)|2 dt < ∞, (3)

which can be represented in the inner product form as

〈 f ,Ψj,n〉=
∫ ∞

−∞
f (t)Ψj,n dt, (4)

where〈 f ,Ψj,n〉 are called the Haar coefficients. In the case of images, the Haar co-
efficients correspond to different levels of decomposition. Using the Haar Wavelet,
each frame was decomposed into eight levels. For each level, horizontal, vertical
and diagonal components were computed. Furthermore, for each of the three com-
ponents, a GLCM was calculated. The four statistical measures—contrast, homo-
geneity, energy and correlation—were extracted from the GLCM. In addition, the
four statistical measures of the approximation coefficient were extracted. There-
fore, for each frame, the feature vector length would beND ×NS ×N +NA ×NS =
3×4×8+1×4= 100, whereN is the number of levels of decomposition,ND is the

The final publication is available at Springer via http://dx.doi.org/10.1007/978-3-319-28658-7_8



An Improved Approach to Crowd Event Detection by Reducing DataDimensions 7

number of detailed coefficients for each level,NA is the number of approximation
coefficient of theNth level andNS is the statistical measures for each ofND or NA. A
high dimensional feature matrix (Rm×n) was constructed using the texture features,
wherem represents the number of features (texture) for each frame andn denotes
the frames.

3.3 Dimensionality Reduction and Classification

The general dimensionality reduction algorithm can be described as follows: given
a set (data)X = [x1,x2, . . . ,xn] with xi ∈ R

m, find a setY = [y1,y2, . . . ,yn] with
yi ∈R

d that representsX such thatd ≪ m [1]. Most of the dimensionality reduction
methods are proposed based on meeting certain objectives. Hence, most the methods
employ a certain form of optimization. ISOMAP [28] uses three steps to complete
feature mappings: (1) determine neighbors based on the distanced(i, j) between
points(i, j) in the input space (X ∈ R

m) are represented as a weighted graph. (2)
geodesic distance between all the points on the manifold are computed using the
shortest path over weighted graph, and (3) apply classical MDS to the graph distance
matrix to construct ad-dimensional embedding from them-dimensional input space
X , whered ≪ m. The neighborhood can be in the first step can be either fixedε-
neighborhood ork-NN.

Support Vector Machine (SVM) is a supervised learning algorithm used for bi-
nary classification. The idea behind the SVM is to find the hyperplane such that the
distance between two classes separated from the closest points to the hyperplane is
maximized and is given by

min
ω,b,ξ

1
2
‖ω‖2+

C
n

n

∑
i=1

l(ξ k), (5)

subject toyi(ω ·xi+b)≥ 1−ξi, ∀ i ∈ 1, . . . ,n, whereC is a positive regularization
constant andξ is the slack term. The points that lie on the boundaries are called as
support vectors. In cases where the data are not linearly separable using the hyper-
plane, the kernel techniques are used to project the data points to high-dimensional
space so that the data can be separated. In our approach, the output of the ISOMAP
algorithms were used to train the SVM. Both linear and nonlinear approaches were
used. For nonlinear approach, the RBF kernel was used to project the data to higher
dimensions and is given by

K(x,x′) = e

(

−

∥

∥x− x′
∥

∥

2

2σ2

)

, (6)

whereK(·, ·) is the RBF kernel,x andx′ are feature samples in the input space, and
a free parameterσ . The positive regularization constantC and the kernel parameter
σ were learned using the grid search optimization algorithm [4].
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4 Results and Discussion

The proposed method was implemented in MATLAB on a Windows 7 machine (64-
bit) equipped with 4 GB RAM and IntelR© i7−2600 CPU running at 3.4 GHz.

4.1 Dataset

The PETS 2009 [10] dataset was used to evaluate the proposed method. The crowd
events are categorized under the PETS 2009 [10] dataset (S3) with four different tim-
ings (14− 16,14− 27,14−31 and 14− 33). The timings refer to the hour-minute
format. For each timing, there are four different views(001,002,003, and 004). To
the best of our knowledge, only the PETS 2009 [10] dataset has the events where
all six crowd events can be clearly evaluated based on human motion analysis. The
proposed approach was evaluated on a total of 16 different sequences. The anno-
tations were done manually for all the video sequences. The video frames were
prepossessed based on the approach provided in [23].

4.2 Experiment

Table 1 provides the results of the proposed approach. The data were split into 70%
training and 30% testing sets. Tenfold cross validation was performed to train the
model. The columns with† indicate the approach using one-dimensional vector
inputs to SVM. The ISOMAP neighborhood parameterk was set 7. The texture
100-dimensional feature vectors are represented as one-dimensional vectors using
the ISOMAP. These one-dimensional vectors represent the video frames, which are
used for learning the SVM mapping function. Similarly, the columns with‡ indicate
the approach using 10-dimensional vector input to SVM. Furthermore, the SVM-
Linear indicates the use of SVM with linear kernel and SVM-RBF indicates the use
of SVM with RBF kernel.

From Table 1, the ISOMAP+SVM-Linear (†) and ISOMAP+SVM-RBF (†), both
performed equally well in classifying the merging events (precision: 0.78, recall:
0.99,F-score: 0.87). However, ISOMAP+SVM-RBF (†) showed better performance
in detecting and classifying the splitting events (precision: 1.00, recall: 0.78,F-
score: 0.87). Overall, both ISOMAP+SVM-Linear (†) and ISOMAP+SVM-RBF (†)
performances were similar. The SVM-Linear (‡) and SVM-RBF (‡) both performed
equally well in detecting and classifying the splitting events with SVM-RBF (‡) per-
forming slightly better than SVM-Linear (‡). However, the ISOMAP+SVM-Linear
(‡) performed better in case of dispersion and evacuation events. The ISOMAP+SVM-
RBF (‡) showed excellent performance in the case of merging event as compared
with ISOMAP+SVM-Linear (‡).
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Compared with existing methods from Table 1, running event was best detected
by statistical filtering approach [32] with precision, recall, andF-score of 0.99 each.
The statistical filtering approach [32] also achieved a recall score of 1 in splitting
events. One of the critical point to note here about the approach presented in [32] is
that the experiment design included only two classes—running and splitting. This
established a high score for running and splitting as both are clearly distinguishable
among crowd events. The Random Forest and Motion Pattern approach described
in [2] performed well to detect walking events in crowd videos. The method pre-
sented in [2] models the crowd motion using the optical flow features and refines
the motion patterns. This enables the method to provide better walking detection
scores.

In [24], the authors presented a crowd event detection approach using Rieman-
nian manifolds. In [24] the approach models the crowd movement based on the
optical flow features. The scheme, which is an unsupervised approach, finds the lo-
cation of the crowd groups at any time based on the temporal evolution of the crowd
locations, which is determined by the localization of crowd groups on Riemannian
manifolds. This localization provided better results to detect dispersion events. In
contrast, the supervised approach presented in this work, performed well in detect-
ing merging, splitting, dispersion, and evacuation.

One of the main problems with the crowd event detection is the processing of
large amounts of video data. Linear dimensionality reductions such as PCA violate
the data nonlinearity. Nonlinear approach such as ISOMAP preserve the nonlinear
structure of the data by first constructing the graph using frames as vertices and
then finding the low-dimensional embedding based on global optimization such that
the isometry of the data is preserved in both higher and lower dimensions. The work
presented reinstates that using statistical features from Haar wavelet is suitable to de-
tect crowd events. This work also shows that using manifold learning algorithms, the
high-dimensional feature space of videos can be reduced to a low-dimensional rep-
resentation and still detect the events with a trained classifier. Future work includes
experiments to have an unsupervised learning system that can automatically detect
the manifold parameters, such ask (neighborhood), and also to detect the events
from low-dimensional feature vectors without using supervised classifiers. More re-
search is also required to determine as to what kind of features are better suited to
detect crowd events and in general crowd monitoring. In this work, only the PETS
2009 dataset was used to detect crowd events as only the PETS 2009 dataset had the
crowd events defined in the literature. The research community should also focus
on sharing annotated crowd movement data to develop robust algorithms.

5 Conclusion

In this work, an approach to detect crowd events such as running, walking, merging,
splitting, dispersion and evacuation, was presented. However, crowd event detection
using videos is a highly challenging task, and the video itself is a high-dimensional
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data and analyzing to detect events becomes further complicated. In this work, the
huge volume of video data was represented using low-dimensional equivalent. The
ISOMAP was used to reduce the high-dimensional nature of the video to a low-
dimensional representation. Later, an SVM was trained to detect the six crowd
events based on the low-dimensional feature vectors. The experiment used the PETS
2009 dataset, which consists of the six crowd events identified in the literature. The
proposed approach used Haar wavelets to generate GLCM from which the four sta-
tistical features (contrast, correlating, energy, and homogeneity) at different levels
of Haar wavelet decomposition were extracted. The proposed approach performed
better in detecting merging, splitting, dispersion, and evacuation, compared with ex-
isting approaches. The work presented reinstates that using statistical features from
Haar wavelet is suitable to detect crowd events. This work also shows that using
manifold learning algorithms, the high-dimensional feature space of videos can be
reduced to a low-dimensional representation and still detect the events with a trained
classifier.
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Table 1: The last four columns of the table provide the results of the proposed approach. The bold fonts indicate the best results obtained
for each event. The (†) indicates the approaches using the one-dimensional vector input to SVM and (‡) indicates the approaches using a
ten-dimensional vector input to SVM.

Crowd Event
Measure

Statistical Holistic Random Motion Riemannian ISOMAP + ISOMAP + ISOMAP + ISOMAP +
Filters [32] Approach [3]Forest [2]Pattern [2]Manifolds [24] SVM-Linear SVM-RBF SVM-Linear SVM-RBF

(†) (†) (‡) (‡)

Walking
Precision - 0.87 0.96 0.97 0.61 0.61 0.64 0.65 0.86
Recall - - 0.99 0.96 0.75 0.81 0.76 0.81 0.87
F-score - - 0.97 0.96 0.67 0.69 0.68 0.8 0.86

Running
Precision 0.99 0.75 0.86 0.75 0.78 0.81 0.76 0.87 0.87
Recall 0.99 - 0.68 0.81 0.63 0.61 0.64 0.86 0.86
F-score 0.99 - 0.75 0.77 0.69 0.69 0.68 0.86 0.86

Merging
Precision - 0.68 0.65 0.59 0.85 0.78 0.78 0.88 0.96
Recall - - 0.46 0.45 0.88 0.99 0.99 0.97 0.98
F-score - - 0.53 0.51 0.86 0.87 0.87 0.93 0.96

Splitting
Precision 0.65 0.74 0.73 0.47 0.66 0.99 1.00 0.97 0.98
Recall 1.00 - 0.92 0.47 0.6 0.78 0.78 0.88 0.96
F-score 0.78 - 0.81 0.47 0.62 0.87 0.87 0.96 0.96

Dispersion
Precision - 0.8 0.58 0.67 0.9 0.59 0.79 0.98 0.96
Recall - - 0.48 0.45 0.94 0.84 0.64 0.92 0.90
F-score - - 0.52 0.53 0.91 0.69 0.70 0.95 0.93

Evacuation
Precision - 0.94 0.83 0.69 0.75 0.84 0.64 0.92 0.90
Recall - - 1.0 0.82 0.65 0.59 0.79 0.96 0.96
F-score - - 0.90 0.74 0.69 0.69 0.70 0.93 0.92

The final publication is available at Springer via http://dx.doi.org/10.1007/978-3-319-28658-7_8
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